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Exercise 1 Let X0 = (1, 0, . . . , 0) ∈ Rd and Xn ∈ Rd be defined inductively by choosing Xn+1,
independently from X1, . . . , Xn, and randomly from the ball of radius |Xn| centered at the origin, that
is, Xn+1/|Xn| is uniformly distributed on the unit ball.

1. Let Rn = |Xn|. Show that Rn/Rn−1, n ≥ 1, are i.i.d. and characterize the distribution of R1.
(Note that R0 = 1.)

Hint: for independence, use σ(R1, . . . , Rn) ⊂ σ(X1, . . . , Xn) and Xn+1/|Xn| ⊥ σ(X1, . . . , Xn).

2. Show that there exists a constant c such that n−1 logRn → c a.s. and find c.

Exercise 2 Recall that for independent r.v.’s Xn, n ≥ 1, the tail σ-algebra is defined by

T =
∞⋂
n=1

σ(Xm, m ≥ n).

1. Show that {lim sup
n→∞

Sn > 0} ̸∈ T .

2. Show that {lim sup
n→∞

Sn/cn > x} ∈ T if cn → ∞.

Exercise 3 Let X1, X2, . . . be i.i.d. and not identically 0. Consider the radius of convergence of the

random power series

∞∑
n=1

Xn(ω)t
n:

r(ω) = sup{r > 0 :

∞∑
n=1

|Xn(ω)|rn < ∞} =
(
lim sup
n→∞

n
√
|Xn(ω)|

)−1
.

1. Show that r(ω) = 1 a.s. if E log+|X1| < ∞, where log+ x = max(log x, 0).

2. Show that r(ω) = 0 a.s. if E log+|X1| = ∞.

Exercise 4 LetX1, X2, . . . be independent with EXn = 0 and EX2
n ≤ C for some C > 0. Let p ∈ (1/2, 1)

and α > 1/(2p− 1).

1. Show that Snk
/np

k → 0, a.s. as k → ∞, where nk = [kα].

2. Let Dk = max
nk≤n≤nk+1

|Sn − Snk
|. Use Kolmogorov’s maximal inequality to show that

P
({

Dk/k
β ≥ 1, i.o.

})
= 0, ∀β ∈ (α/2, αp).

3. Show that Sn/n
p → 0, a.s. as n → ∞.
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Exercise 5 We will reprove the independence of collection times in the coupon collector problem
without any serious computation. Recall that ξ1, ξ2, . . . are i.i.d. uniform on {1, 2, . . . , n}, and

τnk = min
{
m ≥ 0 :

∣∣{ξ1, ξ2, . . . , ξm}
∣∣ ≥ k

}
, 0 ≤ k ≤ n,

are the first time that one collects k distinct coupons (τn0 = 0). Let Fm = σ(ξ1, . . . , ξm).
Fix k0 ∈ {1, 2, . . . , n− 1} and let T = τnk0 . Assume T < ∞ a.s. as a fact.

1. Show that {T = m} ∈ Fm for every m ≥ 1.

2. Show that

{T = m} ∩ {τnk0+1 − τnk0 ≥ ℓ+ 1}

=
⋃

|A|=k0, A⊂{1,...,n}

({
{ξ1, . . . , ξm−1} ⊊ {ξ1, . . . , ξm} = A

}
∩
{
ξm+1, . . . , ξm+ℓ ∈ A

})
, (1)

and use independence of Fm and σ(Xℓ, ℓ ≥ m+ 1) to show

P(T = m, τnk0+1 − τnk0 ≥ ℓ+ 1) = P(T = m)
(k0
n

)ℓ
, ℓ ≥ 0. (2)

3. By summing Eq. (2) over m ≥ 1, show that P(τnk0+1 − τnk0 ≥ ℓ+ 1) = (k0/n)
ℓ, ℓ ≥ 0.

4. Show that if B ∩ {T = m} ∈ Fm for every m ≥ 1, then

P(B ∩ {τnk0+1 − τnk0 ≥ ℓ+ 1}) = P(B)
(k0
n

)ℓ
, ℓ ≥ 0.

Hint: one can write B =
∞⋃

m=1

(
B ∪ {T = m}

)
since T < ∞ a.s.; then use Eq. (1).

5. For any ℓ1, . . . , ℓk0 , show that for every m ≥ 1,

{τn1 = ℓ1, . . . , τnk0 = ℓk0} ∩ {T = m} ∈ Fm.

Conclude that τnk0+1 − τnk0 is independent of σ(τn1 , . . . , τ
n
k0).

Exercise 6 Let Xn, n ≥ 1, be arbitrary r.v.’s on (Ω,F ,P) such that
∞∑
n=1

±Xn convergence P-a.s. for

all choices of ±1’s. The goal is to show that

∞∑
n=1

X2
n < ∞, a.s.

1. Let ξn be i.i.d. r.v.’s on (Θ,G, µ) with µ(ξn = ±1) =
1

2
. Let (Ω̃, F̃ , P̃) = (Ω × Θ,F ⊗ G,P × µ)

be the product space. Using Fubini’s theorem, show that

P̃
({

(ω, θ) :
∞∑
n=1

ξn(θ)Xn(ω) converges
})

= 1,

and hence for P-a.e. ω,
∞∑
n=1

ξn(θ)Xn(ω) converges for µ-a.e. θ.

2. Using Kolmogorov’s one-series theorem on (Θ,G, µ) to conclude that for those ω in part 1,

∞∑
n=1

|Xn(ω)|2 = 2

∞∑
n=1

Var
θ
(ξnXn)

2 := 2

∞∑
n=1

∫
|ξn(θ)Xn(ω)|2µ(dθ) < ∞.
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